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Abstract 

Article Info  Research on one of the higher education dharmas is carried out by each lecturer 

and is a challenge for lecturers who pay attention to produce new and useful 

findings. Research results will be published in journals both nationally and 

internationally and one of the websites published by Ristekbirn is Sinta which 

includes all research works in Indonesia. The problem in this research is the 

accumulation of data that is getting bigger and it needs to be analyzed by 

utilizing text mining by searching for the resources contained in the abstract 

document and presenting part of the information. The purpose of this study is 

to classify the suitability of another document so that knowledge is found. and 

placement in groups according to existing topics. The process of these 

problems is by classifying documents based on abstracts from the publication 

of scientific papers. Solving these problems involves two mutually supporting 

algorithms, namely TD-IDF with Cosine Similarity with different tasks. TF-

IDF ensures the weight of each document that can be read and read with Cosine 

Similarity. This research uses text mining as part of the search for related 

patterns and documents that have been tested. For the process of calculating 

the test data, 1 document and 15 documents were used as training data. With 

the calculation of TD-IDF the weight of each document from Q, D2 to D15 is 

10,946, 28,050,27,176, 39,043, 36,535, 30,696, 25,612, 12,581, 42,335, 

29,661, 33,867, 31,706, 22,654, 15,450, 59,832, 42,127, The similarity of the 

data is tested by determining the value of k = 4 which results in similarity to 

the Expert System and Cryptography, while with the selection of K = 5 with 

the highest similarity to the expert system.. 
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1. Introduction 

The development of technology today has an impact on the storage of data that is getting bigger 

and experiencing a buildup in databases with unlimited data, so many of the researchers conduct an 

experiment or research to extract by exploring the potential of the data stack or big data and produce 

information that can be used both for prediction, description and classification or often called Data Mining. 

The problem used as a reference in this study is how to dig information from the abstract scientific work of 

researchers that has been published in international or national journals with the main focus is abstract 

documents. The process is carried out in the determination of classification by utilizing text mining. Text 

Mining that is used to have a process by mining data or digging for information related to the text is an 

abstract lecturer publication that is involved by analyzing the relationship between documents in accordance 
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with the function and purpose of text mining, namely mining data text with document data sources to 

provide an overview of the connectedness of each word contained.. [1]–[3] 

Publications related to the utilization of text mining and TF-IDF algorithms in the publication 

Musfiroh Nurjannah et al have conducted text mining research by utilizing TF-IDF and concluded that the 

application of term frequency inverse-document frequency algorithm for text mining is very helpful to 

obtain information on document sets. With a txt file format based on keywords entered by users on the 

system. [4] Bahruni et al research with a general topic is to determine the topic of student thesis based on 

publications on sinta and wos has analyzed with percentage of the trend of sinta used as a thesis topic, from 

the scope that has beenaried that the concept of text mining is to analyze cases that have the same field. 

And according to the principle of data mining publication sinta and directed towards the topic of students.[5] 

Research Ahmad Fathan Hidayatullah and Muhammad Rifqi Ma'arif conducted text mining research with 

the main topic is the Application of Text Mining in Thesis Title Classification and provides conclusions to 

compare the accuracy of the mining process by utilizing two algorithms. .[6]. Windu gata research results, 

purnomo has conducted text mining accuracy testing by utilizing the K-NN algorithm and concluded that 

the precision of content with accuracy with kategoriiya reached 98%. [7].  

Based on the description, researchers conducted a classification of researchers with a combination 

of TD-IDF algorithm, Cosine Similarity. The analysis stage specifically utilizes the TF-IDF Algorithm, 

where this algorithm is a support in the management and weighting of the advantages between documents 

or between available texts. The process of work carried out by utilizing the TF-IDF principle, TF supports 

the Determination of Frequencies against the weighting of each Term, while the IDF (Inverse Document 

Frequency) which serves to ensure or reduce the weight value of a term if there are many occurrences. [6]–

[11].  

 

2. Method  

2.1 Research Work Steps  

The work steps usedto solve problems in this study and answer the phenomena defined in the 

introduction, then this research was developed according to the rules and procedures in figure 1 of the 

following:   

 
 

Gambar 1. Working Steps of Research Methods 
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The problem found in this research is that lecturer research does not have the expertise or uniqueness of 

each lecturer in exploring topics related to Informatics.  

2. Problem Analysis  

From the identification of the problem will be done analysis of the publication of lecturers before and 

perform the calculation process to provide a description of the most dominant trend or type of research 

on lecturers so as to solve the problem. 

3. Data Collection  

The data used in this study is an abstract of the scientific work of lecturers that have been published in 

various publishers by downloading in an overall manner the paper from the lecturer concerned.  

4. Preprocessing 

This stage is the stage of data preparation before analyzing and determining the trend of preprocessing 

description research with the following description: 

1) The Tokenizing stage is the stage of separation or cutting of each input string based on each word 

series in the abstract document of the lecturer's scientific publication. 

2) Filtering stage is a condition to ensure and make selection of words contained in the document 

based on token results in support of this process utilizing the stop list algorithm.  

3) The stemming stage is the stage of finding the basic word of each word that has been selected at 

the filtering stage.  

4) The tagging stage is the stage of finding the raw form or involving past words or stemming word 

results. 

5. The analyzing stage is the determining stage of how far the connection between words between existing 

documents by applying the TF-IDF algorithm 

6. K-NN algorithm  

At this stage, classification is carried out with the working steps of the K-NN Algorithm to ensure the 

similarity of test documentsand training documents.  

2.2 TF-IDF Work Process  

TF-IDF's work by following the description of Term Frequency is the frequency of the appearance 

of term i  in document  j,  Document frequency (df) is the number of documents where a term (t) appears.  

The IDF serves as part of determining the weight of a  term if its appearance is widely spread throughout 

the document. N  is the total number of documents in the corpus,  N  = | D|.| {d  ∈  D  :  t  ∈  d}| =  df   (t), 

is the number of documents containing the term t. The process of adding the number 1 is a determination 

to avoid dividing against 0 if  df(t)is not found in the corpus .[11] The formula used to determine idf values 

is  

Idf (t,d)=log 
𝑁

|{𝑑𝜖𝐷:𝑡𝜖𝑑}|
 Idf (t,d)=log [

𝑁

𝑑𝑓(𝑡)+1
] 

When the weight of each document is found, it is continued by staging the vector length for each 

document and calculations are carried out using Cosine Similarity. The main task of the CS algorithm is to 

compare similarities between test documents and training documents?.[14]  so that there will be a value 

that can determine the percentage of each document with the provision 𝐶𝑜𝑠𝑆𝑖𝑚(𝐷𝑗, 𝑄𝑘)is the similarity 

value of each document, 𝑡𝑑𝑖𝑗is the term to I limited vector j and n is a unique term in the document 

mandating the formula.[15]–[18] 

𝐶𝑜𝑠𝑆𝑖𝑚(𝐷𝑗, 𝑄𝑘) =
∑ (𝑡𝑑𝑖𝑗 ∗ 𝑡𝑞𝑖𝑘)𝑛
𝑖=𝑘

√∑ 𝑡𝑑𝑖𝑗2 ∗ ∑ 𝑡𝑑𝑖𝑘2𝑛
𝑖=1

𝑛
𝑖=1

 

The results of similarities calculated based on Cos with K  number testing are as much as 4 and 5. 

And grouping the appearance of the highest values in accordance with the topics that have been described. 
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3. Results And Discussions 

3.1 Presentation of data 

 Data that is used as part of text mining in determining the classification of research publication 

documents refers to publications that have been listed on the sinta page. As a sample in the calculation 

process involving 16 Abstract data with 15 data being training data and 1 data as the test data description 

in table 1 below: 

Table 1. Text Documents Based on Journal Abstracts 

Term Publication Abstract  

Q Market Basket Analysis is an analysis of a customer's buying habits by looking 

for associations and correlations between different items that customers put in 

their grocery carts.…. 

D2 An expert system is a system that uses human knowledge where it is fed into a 

computer and then used to solve problems that require human expertise.…. 

D3 The process of selecting outstanding lecturers carried out from year to year has 

been carried out well and has produced a ranking in accordance with the criteria 

set by the Ministry of Technology Research and Higher Education.…. 

D4 The study aims to make predictions of students' learning achievement based on 

parents' socioeconomic status, motivation, student discipline and past 

achievement using data mining methods with the J48 algorithm.…… 

D5 Home wallpaper or wallpaper is a wall decoration with various motifs and 

colors. Wallpaper is used to change the appearance of a space to make it more 

beautiful and have added value. Plain walls tend to make the occupants of the 

house feel bored because of the monotonous appearance of the walls.…  

D.. Computer-based flower type recognition system is the process of entering 

information in the form of flower type imagery into the computer.….. 

D15 Expert Systems is a computer system designed with special abilities to solve 

problems and decisions that are generally made by an expert.… 

From table 1, grouping for each document is The Topic of Data Mining with document description D4, D5, 

Decision Support System on D3, Expert system with documents D2, D15, D16, Artificial Neural Network 

D12,D13, D14, Image Processing D9,D10, D11 and Cryptography with data D6,D7,D8. The description of 

the data grouping is described in the following graph:  

 
Figure 2. Document Group According to Topic  

Based on data with 16 abstract documents carried out the process by following the rules in text mining, 

namely by determining tokens as many as 862 words, followed by the filtering process with the number of 

words as many as 705, with stemming stages as many as 644 words with word selection used in testing as 

many as 213 words, the description of word utilization with the following graph : 
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Figure 3.  Text Mining Utilization Graph  

 

3.2 Implementation of TF-IDF   

Based on the data presented, the calculation process is carried out by applying the TF-IDF 

algorithm as outlined in table 2. WITH DF (DocumentFrequency) and IDF (Invers Document Frequency) 

values. 

 

Table 2. DF Values and IDF Documents 

No Term 

Term 

Frequency DF IDF 

Q D.. D16 

1 data 2. 0 1 13 0.2 

2 research 0 0 1 11 0.4 

3 system 0 7 6 9 0.7 

4 method 0 1 1 13 0.2 

5 cryptography 0 0 0 4 1.9 

6 network 0 0 0 5 1.5 

7 flower 0 0 0 3 2.3 

8 information 0 1 1 9 0.7 

9 algorithm 1. 0 0 6 1.3 

10 transaction 0 0 0 2 2.9 

11 disease 1 0 10 3 2.3 

.. Analyze 1 0 0 3 2.3 

.. Next 0 0 0 2 2.9 

.. vision 0 0 0 2 2.9 

200 user 0 0 0 2 2.9 

212 achievement 0 0. 0 2 2.9 

213 differentiate 0 0 0 2 2.9 

  

With the calculation of IDF Values, weights are determined for each document that is poured in 

table 3. Here it is: 
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Table 3. Weight of Each Document 

No Term 
W=TF*IDF 

Q D2 D4 D16 

1 data 0.4 0 0.206 0.2 

2 research 0 0 0.447 0.4 

3 system 0 5.1 0.736 4.4 

4 method 0 0.2 0.206 0.2 

5 cryptography 0 0 1.906 0 

6 network 0 0 1.584 0 

7 flower 0 0 2.321 0 

8 information 0 0.7 0.736 0.7 

9 algorithm 1. 0 2.643 0 

10 transaction 0 0 2.906 0 

11 disease 0 0 2.321 23 

.. Analyze 2. 0 4.643 0 

.. Next 0 0 2.906 0 

.. vision 0 0 2.906 0 

200 user 0 0 2.906 0 

212 achievement 0 0 2.906 0 

213 differentiate 0 0 2.906 0 

 

The weight description of the document tested with the value of each Document from Q, D2 to D15 

is 10,946, 28,050,27,176, 39,043, 36,535, 30,696, 25,612, 12,581, 42,335, 29,661, 33,867, 31,706, 22,654, 

15,450, 59,832, 42,127, vector data description on the following graph: description of vector data on the 

following graph: description of vector data on the following graph: description of vector data on the 

following graph: description of vector data on the following graph: description of vector data on the 

following graph: 

  

 
Figure3. Highest Weight Graph of Each Document 
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3.3 Vector Length Determination 

The vector lengths for each document are outlined with the following table: 

Table 4. Length of Vector Test Data Against Training Data 

Q D2 D3 D4 D15 D16 

0.170 0.000 0.170 0.043 0.043 0.043 

0.000 0.000 1.802 0.200 1.802 0.200 

0.000 26.61 0.000 0.543 4.888 19.55 

0.000 0.043 0.043 0.043 0.000 0.043 

0.000 0.000 0.000 3.636 0.000 0.000 

0.000 0.000 0.000 2.512 0.000 0.000 

0.000 0.000 0.000 5.391 0.000 0.000 

0.000 0.543 0.000 0.543 2.172 0.543 

1.747 0.000 0.000 6.990 0.000 0.000 

0.000 0.000 0.000 8.450 1428.0 0.000 

0.000 0.000 0.000 5.391 0.000 539.2 

5.391 0.000 0.000 21.56 5.391 0.000 

0.000 0.000 0.000 8.450 8.450 0.000 

0.000 0.000 0.000 8.450 0.000 0.000 

0.000 0.000 0.000 8.450 0.000 0.000 

0.000 0.000 33.80 8.450 0.000 0.000 

0.000 0.000 0.000 8.450 0.000 0.000 

3.4 Stages of Cosine Similarity 

 At the Cosine Similarity stage is a process to test the similarity of test data that has been provided to 

ensure the 1st document (First) is more dominant on the research topic. For the determination of Cosine 

Similarity with the main focus is the determination of vector length. In table 4 is a description of the Cosine 

similararity value of the document to be tested 

Table 5. Value Cosine Similarity 

Dokumen  cosine similarity 

D2 1 

D8 0.9999 

D6 0.9999 

D14 0.9999 

D11 0.9998 

D3 0.9998 

D9 0.9997 

D10 0.9997 

D5 0.9993 

D12 0.9992 

D15 0.9991 

D7 0.9984 

D13 0.9982 

D4 0.9582 
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From the description of table 5  taken data with the number of K = 4 with the highest values, namely 

D2, D8, D6 and D14 From table 1 is grouping for each document, namely Data Mining Topic with 

document description D4, D5, Decision Support System on D3, Expert system with documents D2, D15, 

D16, Artificial Neural Network D12, D13, D14, Image Processing D9,D10, D11 and Cryptography with 

data D6,D7,D8. The description of the data grouping is described in the following graph: 

Table 6. Similarity of Test Document to Value K=4  

Document Description of cosine similarity 

D4, D5 The document does not support the group.  

D3 No M meets therequirements for the document. 

D2, D15, D16 Only D2 supports similarities.  

D12,D13,D14 No M meets therequirements for the document. 

D9,D10,D11 No M meets therequirements for the document. 

D6,D7,D8 Only D6 supportssimilarities. 

 

With testing with a value of K = 4, it is obtained group of documents 1 (D1) with similarities to expert 

system documents, and cryptography. The process continues with the determination of the value of K = 5 

with the following similarity explanation:  

Table7. Similarity of Test Document to Value K=5 

Document Description of cosine similarity 

D4, D5 Represented by 1 document 

D3 There are no documents representing 

D2, D15, D16 Represented by two documents  

D12,D13,D14 Represented by a single document  

D9,D10,D11 Represented by a single Similarity 

document 

D6,D7,D8 Represented by a single similarity 

document  

Similar to these calculations, the dominant test data against the D2, D15 and D16 data groups is in 

the expert system cluster. 

 

4. Conclusion 

From the results of calculations found that the weighting order of each document with a value of 

10,946, 28,050,27,176, 39,043, 36,535, 30,696, 25,612, 12,581, 42,335, 29,661, 33,867, 31,706, 22,654, 

15,450, 59,832, 42,127 and similarities between test data and all training data withthe highest rated 

description D2, D8, D6, D14,D11, D3, D9, D10, D5,D12, D15, D7, D13, D4 with calculation values are1, 

0.9999, 0.9999, 0.9999, 0.9998, 0.9998, 0.9997, 0.9997, 0.9993, 0.9992, 0.9991, 0.9984, 0.9982, 0.9582. 

The testing process is used by determining the value of K = 4 and providing similar information The test 

document is Q dominant to the topic of Expert Systems, and Cryptography while at the time the value of K 

= 5 topic Q is dominant against the Expert System cluster. The calculation value of Q's similarity to all 

documents tested has a significant proximity because the test data term is too low so that the frequency is 

identical to the existing document.  
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