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Abstract 
In this paper, the data used is the banana image which is extracted into the dataset into 4 attributes, 

namely red, green, blue, and the mean for the classification process. Image data is classified using the 

k-Nearest Neighbor method which will be optimized the model with the k-Fold Cross Validation 

algorithm. Evaluation of the k-NN model with the k-FCV algorithm can improve accuracy and can 
build better machine learning models in the image classification process. The default K-NN obtained 

an accuracy rate of 57%, while the results of the model evaluation with the k-FCV algorithm, on fold 

3 obtained an accuracy rate of 68%. The percentage yield with the new model increased by 11% 
which indicates that the machine learning model that was built was quite optimal. 
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1. Introduction 

Image is defined as a 2-dimensional function with the symbol f (x, y) where x and y are spatial 

coordinates, and the amplitude f in each coordinate pair (x, y) is called the intensity or gray level of the 
image. Intensity values x, y, and discrete sums are called digital images. In the field of image processing, 

digital images are processed using a digital computer for classification or other purposes to obtain new 

information and knowledge [1]. 
Many algorithms can be used for the classification process, especially algorithms in the scope of 

artificial intelligence with a focus on the field of machine learning. Machine learning has played a role 

in advancing data analysis and artificial intelligence [2]. Machine learning is an algorithm or technique 

that can be used to design systems or models that can learn without being explicitly programmed [3]. 
Machine learning continues to evolve in computation, logical algorithmic patterns, and complex data 

structure designs [4]. 

One algorithm or method that can be used for classification is k-Nearest Neighbor. K-Nearest 
Neighbor (k-NN) is a classic classification method [5]. K-NN is the most suitable classification method 

for simplicity, adaptability, performance [6], easy to apply, and popular [7]. The k-NN method can not 

only be used for classification, but also for prediction or regression [8][9]. 
Jaafar et al. in his research on the classification of hand-based biometric image databases which 

are fingerprint and finger vein databases, utilizing k-NN as a classification process and optimizing k-

NN to get a better percentage [10]. Whereas Li & Zhang in their research on music personalized 

recommendation, the k-NN algorithm is used in collaborative filtering and takes advantage of the 
advantages of k-NN to be modified to make it more effective [11]. 

By default, the k-NN method does not have a special algorithm in determining training data and 

testing data as parameters for building machine learning models, so that at the production stage it is 
often the cause of the model being built not working properly when it finds new data. The solution to 

this problem is to use a validation set, one of which is k-Fold Cross Validation. K-Fold Cross Validation 

(k-FCV) is a statistic that can be used to select a model to better predict the predictive model test error 
[12], as well as estimate generalization performance [13]. Caon et al. in his research on experiments on 

acoustic model explained that k-FCV is the best technique that can be used in every case [14]. 
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Several things above underlie this research. The author will optimize or evaluate the model of the 
k-Nearest Neighbor method by using the k-Fold Cross Validation algorithm in the image classification 

process. The image used in this study is the image of the fruit which will be classified according to its 

maturity level based on color characteristics and statistics. This research was conducted to obtain the 

level of accuracy and the best machine learning model in the classification process. 
 

2. Research Methodology 

In the methodology or stages of this research, several processes will be described and explained. 
The data used are banana images which are transformed or extracted into a dataset for the classification 

process. The image is classified using the k-NN method which will be optimized for the model using 

the k-FCV algorithm. The research flow diagram can be seen in Figure 1. 
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Figure 1. Research Flow Diagrams 

 

In Figure 1, an outline of the flow of the research methodology can be seen. The following is a detailed 
explanation of the proposed research. 

2.1. Data collection 

 The data in this study are image files with portable network graphics (png) format obtained using 

a digital camera as many as 75 data (records) with 3 targets (labels), namely mature, medium, and raw. 

2.2.  Image processing 

 Image processing is divided into 2 processes, namely resizing and extraction, here are the details: 

a) resize the image 
The original image will be resized to a size of 100 x 100 pixels to make the classification 

process easier because of the uniform image size. Following is the process of resizing the 

image in pseudocode form. 
read(imgH, imgW);    { ex. imgH = 354 px, imgW = 502 px } 

scaleH=100;    { height scale 100 px } 

scaleW=100;    { width scale 100 px } 

resizeH=(scaleH / imgH) * imgH;  { result (height 100 px) } 

resizeW=(scaleW / imgW) * imgW;  { result (width100 px) } 
b) image extraction 

After the image is resized, then the image is extracted into 4 attributes, namely red, green, blue, 

and the mean. The following is the image extraction process in pseudocode form. 
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read(imgR, imgG, imgB);   { read r, g, b from image } 

r=imgR / (imgR + imgG + imgB);  { red normalization } 

g=imgG / (imgR + imgG + imgB);  { green normalization } 
b=imgB / (imgR + imgG + imgB);  { blue normalization } 

write(r,g,b);     { normalization results of r, g, and b } 

 

grayscale(image);    { average (r, g, b / 3) } 

n=10000;     { image size 100x100 px } 

for i=0 to 255 do 

 read(grayscale[i]);   { read grayscale } 

 num[i]=sum(grayscale[i]);  { total grayscale } 

 histogram[i]=num[i] / n;   { histogram } 

end for; 

for i=0 to 255 do 
 mean=sum(grayscale[i]*histogram[i]); { mean } 

end for; 

write(mean);    { show the mean value } 

2.3. Model evaluation 

 The evaluation of the machine learning model used is the k-FCV algorithm. In cross validation, 

the dataset is divided by k fold. Where in iteration, each fold is used once as test data and the remaining 
fold is used as training data, the process is repeated until all data is evaluated. An overview of the k-

FCV process as an evaluation model can be seen in Figure 2. 

 
Figure 2. k-Fold Cross Validation Diagrams 

2.4. Classification 

 Image classification using the k-NN method with attribute values obtained from image resizing 

and extraction. The following is the image classification process using the k-NN method in the form of 
pseudocode. 

read(k);     { k value (ex. k=5 } 

read(dataset);    { read image dataset } 

for i=1 to dataset do    { Euclidean } 

 d[i]=sqrt[sum(r-rDataset[i])2 +(g-gDataset[i])2+(b-bDataset[i])2+(mean-meanDataset[i])2]; 

 write(d[i]);    { euclidean results } 

end for; 

for i=1 to dataset do 
 write(asc(d[i]),k);   { show euclidean as asc number of k } 

end for; 

result(knn);     { k-NN result } 

3. Results and Discussion 
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In this study, the image used is the image of a banana. The input image is resized to be 100 x 100 
pixels, and extracted 4 attributes, namely red, green, blue, and the mean. The amount of data in the 

image dataset that has been processed is 75 data which is divided into 60 training data and 15 test data 

randomly. Each data was tested using the default k-NN method with varying k values, namely 3, 5, 7, 

and 9. Total tests with the default k-NN were 60 trials. The results of the classification using the default 
k-NN method can be seen in Table 1. 

Table 1. Test Results with k-NN Default 

Image 

to- 

Classification Results 
T/F 

k=3 k=5 k=7 k=9 

1 True True True True 4/0 

2 False False False False 0/4 

3 False False False False 0/4 

4 True True True True 4/0 

5 False False False False 0/4 

6 False False False False 0/4 

7 False False False False 0/4 

8 False False True True 2/2 

9 False False False False 0/4 

10 True True True True 4/0 

11 True True True True 4/0 

12 True True True True 4/0 

13 True True True True 4/0 

14 True True True True 4/0 

15 True True True True 4/0 

Correct amount:  34 data 

Wrong amount: 26 data 

Percentages: 57% 

In Table 1, you can see the results of the image classification test using the default k-NN method. 

With 60 tests, the correct number in the classification process is 34 data and the remaining 26 data 

results in a wrong classification. So as to produce a total percentage of 57%. After testing the data with 
k-NN is complete, the next step is to evaluate the k-NN method model with the k-FCV algorithm. 

Evaluation of the k-NN model with k-FCV also with varying k values, namely 3, 5, 7, and 9. As well 

as variations in the k-fold value of 5 fold. So that the total test with k-NN optimization is 300 

experiments. The results of the classification using the k-NN optimization method can be seen in Table  
Table 2. Test Results with k-NN Optimization 

k-

Fold 

Classification Results 
T/F Percentages 

k=3 k=5 k=7 k=9 

1 4/15 9/15 8/15 8/15 29/60 48% 

2 7/15 8/15 7/15 7/15 29/60 48% 

3 9/15 10/15 11/15 11/15 41/60 68% 

4 7/15 8/15 8/15 10/15 33/60 55% 

5 9/15 10/15 10/15 10/15 39/60 65% 

In Table 2, you can see the results of the image classification test with k-NN optimization. With 

the k-fold variation of 1 to 5, it produces a better percentage than the percentage generated with the 

default k-NN, that is, with the highest percentage in the 3rd fold, which is 68% with the number of 
classifications that are true as many as 41 data from a total of 60 data test. The visualization of the 

comparison between the default k-NN method and the k-NN optimization method can be seen in Figure 

3. 
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Figure 3. Visualization of default k-NN and optimized k-NN 

From Figure 3 it can be seen that the evaluation of the k-NN model with the k-FCV algorithm can 

improve accuracy and get the best machine learning model in the image classification process. Where 
the default k-NN with random test data obtained an accuracy rate of 57%. Meanwhile, the results of the 

model evaluation using the k-FCV algorithm, on fold 3 get an accuracy rate of 68%. 

4. Conclusions 
Based on the results of the analysis and testing of the k-Nearest Neighbor method and the 

evaluation of the k-Nearest Neighbor method with the k-Fold Cross Validation algorithm in image 

classification, the results show that the k-Fold Cross Validation algorithm can improve accuracy and 

build a better model in the method. k-Nearest Neighbor. The accuracy rate obtained by the default k-
Nearest Neighbor method is 57%, while the accuracy rate of the evaluation results of the k-Nearest 

Neighbor method with k-Fold Cross Validation is 68% on the 3rd fold. The percentage yield with the 

new model increased by 11%, so that the increasing accuracy of the image classification obtained is 
directly proportional to the good machine learning model being built. 
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