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Abstract 

 

Article Info Rating assessment in a film is the most important thing because it describes 

the satisfaction of film lovers with the films they have watched. With 

technological advances like now, we can easily find out the rating of a film 

by using a platform to accommodate the audience's review results, namely 

the Internet Movie Database (Imdb). The Machune Learning model that has 

been created can determine whether the film we watch is good based on 

ratings and reviews from moviegoers who share their experiences in 

watching similar films. Based on the results of the analysis of the two 

algorithms Linear Regression and Dicision Tree Regression, the best 

accuracy results from the Decision Tree Regression algorithm are 95.47%. 
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1. INTRODUCTION 

Rating rating in a film is the most important thing because it describes the satisfaction of film 

lovers with the films they have watched. With technological advances like now, we can easily find out 

the rating of a film by using a platform to accommodate the audience's review results, namely the 

Internet Movie Database (Imdb). Imdb is an online database related to information on people involved 

in making films, from actors/actresses, directors, writers to makeup artists and soundtracks.[1]. Many 

have used this platform as a reference in choosing which films are good or not. 

  There is a lot of information displayed on the Imdb site, one of which is film ratings, there are 

lots of film ratings ranging from the highest to the lowest. The film's rating is influenced by reviews 

from audiences from around the world. However, the drawback of this imdb is that it only shows 

trailers of films that will be shown in theaters to be judged by the reviews so that they make 

judgments based on non-objective opinions because those reviews do not watch the entire contents of 

the film, this will cause problems of inaccuracy in the assessment the rating given by the reviews to 

the films on the platform and the things that affect the reviews can judge a film just by watching the 

trailer[2][3]. The opinions given by the reviews need to be carried out by in-depth analysis by 

watching the contents of the entire film, to determine an objective assessment of a film by using 

sentiment analysis.  

 There have been many previous studies that have analyzed film ratings, for example “Movie 

Success Prediction using MachineLearning Algorithms and their Comparison” and “Extraction of 

Film Sentiment Reviews from Twitter with Naïve Bayes on Film Enthusiast Social Media 

Websites”[4][5]. This research uses data from imdb to analyze sentiment using a different algorithm. 

For the first study using the Random Forest Accuracy algorithm of 61%, AdaBoost Accuracy of 

49.15%, Gradient Boost Accuracy of 56.68%, K-Nearest Neighbors Accuracy of 44.3% and Support 

Vector Machine Accuracy of 45.88%. 
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 For the second study, the algorithm used Naïve Bayes Classifier Accuracy 79.95% and Rule-based 

System Accuracy 80.26%. The results of the first and second studies can be seen in the table below: 

Table 1 comparison of the accuracy of the Sentiment Analysis Algorithm. 

I . 

research 

algorithm 

Accuracy Research 

algorithm 

II 

Accuracy 

Random 

Forest 

61% Naive 

Bayes 

Classifier 

79.95% 

There is 

Boost 

49.15% Rule-

based 

System 

80.26% 

Gradient 

Boost 

56.68%   

K-Nearest 

Neighbors 

44.3%   

support 

vector 

machine 

45.88%   

 

 In previous studies, the highest comparison accuracy value obtained was 80.26%, therefore it is 

necessary to develop a film review analysis to obtain greater accuracy than previous studies and state 

that the film rating is good or not based on the algorithm used. Because the greater the classification 

value and the accuracy of the sentiment analysis, the better[6]. 

 Based on the background that has been described, the authors are interested in conducting a 

research entitled "Sentiment Analysis Comparing the Linear Regression Algorithm and Decision Tree 

Regression to Determine Film Rating Accuracy". 

2. RESEARCH METHOD 

2.1 Types of Research 

 In the world of entertainment, one of which is film requires an important role from film lovers, so 

that the film gets a good response or not by the general public. In this case, there is a need for a 

method to help film lovers or the general public who only know how to watch but cannot enjoy the 

films they watch. The method that will be made aims to help and make it easier for film lovers, 

especially ordinary people who don't know which films are good to watch, therefore researchers want 

to take advantage of Artificial Intelligence so that they can help and make it easier to determine the 

accuracy value and determine which films are good for the public to watch. .[7]. In this study, the 

algorithms used are Linear Regression and Decision Tree Regression from these two machine 

learning algorithms. The highest accuracy results will be sought to reduce classifier errors of a film 

rating and to determine the accuracy of the film so that it is precise. 

 Linear Regressionis a data mining technique to determine that there is a relationship between the 

variable you want to predict with other variables[8]. 

 Decision Tree Regressionis the application of the most popular classification method today, this 

method is an item that can be grouped and modeled on a decision tree, so it can be easily 

understood[9]. 

 

2.2 Work Procedure 

So that this research can run well and be completed on time, work procedures are made. The 

working procedures of this research are as follows: 
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Figure 1 Flowchart 

 

1.  Data Acquisition 

Data acquisition is a process carried out by researchers to collect data, in this case 

researchers obtain IMDb satay data from kaggle, the data contains 5043 rows and 28 

columns.[10]. 

2.  Data Cleaning 

After the data is obtained, the next process is to delete data (cleaning data) this aims 

to remove empty data so that the data obtained is clean and makes the results more reliable 

and can be used by the model.[11]. 

3.  Exploratory Data Analysis 

Exploratory Data Analysisis a data exploration process that aims to understand the 

content and components of the data. In this study, EDA was carried out on the dataset to see 

the content of the data, the correlation of the data, the distribution of the data. Boxplot 

visualization is used to view the description of the dataset in a visual form, so that we can 

better understand how to divide the quartiles to outliers in the dataset.[12]. 

4.  Train and Test 

Train and Testis a process in which the dataset is processed using the Linear 

Regression and Decision Tree Regression algorithms to perform sentiment analysis of imdb 

film ratings using the python google colab programming language, after processing the data 

and obtaining accuracy results it will be seen whether the results obtained are good enough in 

sentiment analysis imdb. If the processed data does not get good results in conducting 

sentiment analysis, it will return to the data cleaning stage so that the data obtained is better 

than previous research[13][14]. 

 

 

http://infor.seaninstitute.org/index.php/infokum/index


  
http://infor.seaninstitute.org/index.php/infokum/index 

JURNAL INFOKUM, Volume 10, No.2, Juni 2022 ISSN : 2302-9706 
 

 INFOKUM is licensed under a Creative Commons Attribution-Non-Commercial 4.0 International License 
(CC BY-NC 4.0) 

   883 
 

5. Result Accuracy 

The final result of machine learning data processing using the Linear Regression and 

Decision Tree Regression algorithms is an accuracy comparison for film rating analysis so as 

to get accurate results based on the algorithm used[15]. 

3. RESULTS AND DISCUSSION 

3.1 Data Cleaning 

At the data cleaning stage or data deletion which aims to clean the data that will be 

used by the model for processing so as to produce good output results. In this study, the data 

cleaning carried out is as follows: 

3.1.1 Calculating Zero Value Data 

At this stage the data with a value of zero is calculated so that the results of data 

processing carried out by the model can produce accurate accuracy. It can be seen in Figure 2 

the process of calculating data that is zero and its results. 

 
Figure 2. The process of calculating data is zero 

3.1.2 Calculating Film By Color 

At this stage, films that have many colors and films that have two colors are calculated and the 

results are colored films with a value of 4815 films while films with black and white are 209 films 

which can be seen in Figure 3. 

 
 

Figure 3. Calculation of film color 

3.1.3 Calculating Movies by Language 

At this stage, a film count was carried out based on the most languages used in the film, based 

on the dataset, the results of the calculation of films using English got the highest number of films, 

namely 4704 films which can be seen in Figure 4. 
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Figure 4. Film calculation by language 

3.2. Results of Exploratory Data Analysis 

At the Exploratory Data Analysis (EDA) stage in this study, it will be divided into 5 parts, 

namely visualizing the imdb score, visualizing the number of languages used, visualizing the name of 

the director (director), visualizing the country barplot and imdb score, and visualizing the dataset 

distribution barplot. 

The first part of this visualization is showing the imdb score which is shown in Figure 5. The data set 

used in this study can be concluded that the highest rating from imdb has a score of 6.7 and has a 

percentage of 11.74% and the lowest score on imdb is 6.1 and a percentage of 9.43% . 

 
Figure 5. Imdb score diagram 

In the second part, the visualization of the language used in imdb can be seen in Figure 6. 

Based on the data, the most widely used language is English for making films and the least used 

language is Japanese. 
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Figure 6. Visualization by language type 

In the third part, the visualization of the name of the film director (film director) can be seen in 

Figure 7. Based on this data, it can be concluded that the director named Steven Spielberg has made 

more than 25 films. 

 
Figure 7. Name of Film Director 

In the fourth part, the visualization of the country barplot and imdb scores are seen in Figure 8. 

Based on the barplot, it can be concluded that Kyrgyzstan has the highest IMDB score of any other 

country, in other words, the country has the most moviegoers from many countries. 

 
Figure 8. Barplot of Country and Imdb Score 

In the fifth part, the visualization of the distribution of the entire dataset can be seen in Figure 

9. Based on the barplot of the distribution of the satay data, it can be concluded that the data obtained 

are director_name, num_critic_reviews, duration, director_facebook_likes, actor_3_facebook _likes, 

gross(gross), genres, budget, country, title_year , imdb_score and movie_facebook_likes. 
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Figure 9. Barplot of dataset distribution 

3.3 Splitting Dataset 

Splitting dataset is the stage of separating variables into two parts, the first part is called 

dependent and the second part is independent, this is done to train and test. Splitting the dataset is 

done using the python library scikit-learn. From the results of the train and test, the results of the 

distribution of 80:20 are obtained with a random state of 40 which can be seen in Figure 10. 

 
Figure 10. Train and Test Splitting dataset 

3.4 Results of Modeling 

3.4.1 Linear Regression 

The results of making the model/training model from the Linear Regression algorithm have a 

Root Mean Square Error (RMSE) training data value of 0.12 or 12%, while the Root Mean Square 

Error (RMSE) test data is 0.11 or 11% and the accuracy value of the Linear Regression algorithm is 

0.11 or 11%. 95.5%. 
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Figure 11. Root Mean Square Error (RMSE) training data and linear regression algorithm test 

data 

 

 
Figure 12. Linear Regression accuracy results 

3.4.2 Decision Tree Regression 

The results of making the model/training model from the Decision Tree Regression algorithm 

have a Root Mean Square Error (RMSE) training data value of 0.08 or 8% while the Root Mean 

Square Error (RMSE) test data is 0.12 or 12% and the accuracy value of the Decision Tree algorithm 

Regression of 95.47%. 
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Figure 13. Root Mean Square Error (RMSE) training data and test data of the Decision Tree 

Regression algorithm 

 
Figure 14. Accuracy Decision Tree Regression Results 

3.5 Algorithm Comparison 

After completing the model creation and the results of model fitting are obtained, the model 

will be compared based on the Root Mean Square Error (RMSE) and the accuracy of the algorithm 

used. In this study, it can be concluded that the Linear Regression algorithm has a Root Mean Square 

Error Train (RMSE) with a value of 12%, a Root Mean Square Error Test (RMSE) with a value of 

11% and an accuracy of Linear Regression of 95.5%, while Decision Tree Regression is based on 

Root The Mean Square Error Train (RMSE) has a value of 8%, the Root Mean Square Error Test 

(RMSE) has a value of 12% and the accuracy value of the Decision Tree Regression algorithm is 

95.47%. The comparison visualization of the model can be seen in table 2. 

 

Table 2. Comparison of the Linear Regression Algorithm and Decision Tree Regression 

Algorithm models. 

 

Algorithm RMSE 

Train 

RMSE 

Test 

Accuracy 

Linear 

Regression 

12% 11% 95.5% 

Decision 

Tree 

8% 12% 95.47% 

 

4.  CONCLUSION 

With this research, it can help film lovers in determining which films are good to watch based 

on the Accuracy Rating of the film by using Machine Learning based on a classification algorithm, so 
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that with the film parameters on IMDb Plat From, a film review provider that is widely used by film 

lovers around the world. parts of the world. The Machune Learning model that has been created can 

determine whether the film we watch is good based on ratings and reviews from film connoisseurs 

who share their experiences in watching similar films. Based on the results of the analysis of the two 

algorithms Linear Regression and Dicision Tree Regression, the best accuracy results from the 

Decision Tree Regression algorithm are 95.47%. 
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